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London 2012 – flawless delivery by BT 

80,000 connections across 94 locations

5,500km of internal cabling

Up to 60Gb of information carried 

each second

1,550 wireless access points

16,500 telephone lines

14,000 mobile SIM 

cards

10,000 cable TV 

outlets

1,000,000 man-hours

Over 1,000 people

on the ground at

Games’ Time

The most socially connected Games ever

Largest, high-density public wi-fi installation in the world

The most digitally connected Games ever



Design and service assurance drives “Right First Time”

• Right First Time requires coordinated testing & assurance

• Critical Design and Critical Service Design Reviews validate the non-

functional design principles

• Operational readiness reviews and Accept into Service verify implementation

• Test events validate the operational processes and team working

• Technical rehearsals stress test technology team and incident processes
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This comprehensive model led to Games-Time success

• 1552 Incidents and 1653 Service Requests logged to BT over 19 days

• 192,944 equipment alarms generated 

• No Severity 1 Incidents logged against BT

• Only 21 Severity 2 Incidents logged versus a service base across 94 venues 

of 3,000 switches, 10,000 CATV End Points, 10,500 IPT handsets

• Severity 2 primarily indicates loss of resilience not service

• 48% were at Outdoor Venues, reflecting the difficult environment



British Telecommunications plc

Challenging operational environment both for delivery and service 
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Contractual requirement was high level with volumes 

subject to change
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54 venues enhanced mobile

1,000,000 man-hours of effort

Over 850 people supporting 

the solution in Games Time

1,600 wireless access points

10,500 telephones

14,000 mobile phones

9,000 cable TV outlets

65,000 connections across 

73 different locations

5,500km of internal cabling

Venue <10Gb/s connection

Public mobile + limited infill

642,000 man-hours of effort

Over 700 people supporting 

the solution in Games Time

400 wireless access points

16,500 telephones

16,000 mobile phones

10,000 cable TV outlets

80,000 connections across 

94 different locations

4,500km of internal cabling

Venue <100Mb/s connection



The Wi-Fi Challenge

• Private “back of house” services for all Olympic venues and Athlete’s Village

• Public Wi-Fi in the Olympic Park

• Wi-Fi connectivity for the ticketing system in the Olympic Park

• Wi-Fi usage was highest in the public areas of the park (44 per cent), as spectators 
caught up on other sports when not watching their events.



On the Olympic Park alone the team installed more than 1,500 wireless access points, 
interconnected by over 100 kilometres of cable across 250 hectares. The forecast 
across all services was for 200,000 simultaneous wireless sessions .

The Wi-Fi Challenge



Example of a Micro-Cellular Deployment for Wi-Fi

• The wireless network management system and the use of pre-written templates meant that 
reconfiguration of all 60 Olympic Park wireless access controllers typically took just three 
minutes. Historically such an operation might have soaked up 10 engineering hours, plus the 
time and trouble of moving between the 60 wireless access points.
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Cyber Defense Operations in BT

Apply a risk based approach

Investment in tools

Build on heritage and organise for 

success

Investment in behaviours

Investment in people and skills

Consolidate detect and response 

skills

Understand our critical assets

Increase security reduce impact and 

cost
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“War Gaming”

 ‘FLAMING TORCH’  - program of table top exercises

 ‘BENDING METAL’ - specific cyber / CERT testing

 Command Post Exercises – fully integrated testing

 LIVE EX (live exercise)

 Torch  relay 

 Technical rehearsals – test events



Exercise Goodwin

War Gaming
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Unified Cyber Platform
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Design

Implementation
& testing

In-Life

INSPIRING
Cohesive strategy, right people, strong leadership and transparent E2E process

MOTIVATION
Quality not quantity, believe in the Vision, spirit, ethos and motivation

TRANSARENT
Trust and Reflect E2E delivery and experience

THINK BEYOND THE PRESENT
Who are the power users and end users

FLEXIBLE RATHER THAN TACTICAL
Reflects changing requirements from all stakeholders

STAGING
BRT testing simulating real life experience

VIRTUAL CONTROLLED ENVIRONMENT
TOC (virtual operations center) and collaboration technology

BT Connect
Networks that think

BT Compute
Services that adapt

BT One
Unified Comms

BT Assure
Security that matters

BT Contact
Relationships that grow

L2012 Lessons Learned 7 Phases


