Y—N—=LRT7—=FT7F¥T
ZZ2TCEIZITNIEN TN &

Kty b7 — 7/2477 — RN AT
A HEE







Cloud Infrastructure Services -Q2 2017  parket Share

Market Share & Revenue Growth Gain - Last
(laaS, PaaS, Hosted Private Cloud) 4 Quarters

—_— A\ l Amazon
7 777 PR E
—_— Microsoft Mfé%ZOﬁ

IBM IBM
T oo

Google i?'o;‘}cl.e
Amazon AWS SRR | o ) O e 1
] se;}( g{ Rest osfoylarket
Microsoft Azure . T
e Grou\éVorIdwide Market Share - Q2 2017
Go Ogl e GCP https://www.srgresearch.com/articles/
IBM leading-cloud-providers-continue-run-away-market

Cloud Provider Competitive Positioning
(laaS, PaaS$, Hosted Private Cloud - Q3 2017)
100%]

Google
Microsoft
@ Alibaba  Gaining market share;
4 but a long way to go... Amazon AWS
-g Oracle
AN A\ O e
D / \ } [/ ; ; \\/ l\ ; 7‘| ; 9 1BM Holding Market
ﬁ g --------------- steady Growth Rate
c
<
Salesforce In a league of
Rackspace its own ...
Strong niche players
0%
0% 35%

Worldwide Market Share

Source: Synergy Research Group

https://www.srgresearch.com/articles/
cloud-market-keeps-growing-over-40-amazon-still-increases-share




WebH — X D B R EX B REE

i1

B 1k B2EbE BIEbE BAEZBE BOEx[E

o

il

1=

TITF -
779F  pHBE
2T 2T
H—ER Y—ERX
<JLF - <ILF -
A VARV R

2T - YT
SN |AVREYR|THARELZR
4YAZYR




Dropbox®355(2017/9/16

Why Dropbox decided to drop AWS and build its own ° D O p b OX Lj: A VV S J: 75\ '\O E *:I: Eﬁ
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Upcoming versions of Google Chrome
will let you permanently mute sites,
block autoplaying videos

1994

There is always a tension inside companies about whether to build or to buy, whatever the Amazon is an e-commerce retailer formed originally
" " . N to provide consumers with products in two segments.
need. A few years ago Dropbox decided it was going to move the majority of its s s e R P LS

purchased for resale from vendors and those offered

infrastructure requirements from AWS into its own data centers. As you can imagine, it took
by third-party sellers. Operating in North American

a monumental effort, but the company believed that the advantages of controlling its own and International markets, Amazon provides its
. services through websites such as amazon.com and
destiny would be worth all of the challenges they faced to get there. s e e
filmmakers, ...

For starters, a company like Dropbox is dealing with a huge number of customers storing an
enormous amount of data. The latest numbers are 500 million users and 200,000 business

customers. When they made the transition, they had to move an epic 500 petabytes — CAT
that's five followed by 17 zeros — that had been sitting on AWS servers. (They still use AWS SrowEoirang ECommerer. tntmex: Deliery Rt

Software
for some workloads.)

http://jp.techcru nch.com/2017/(-)’v9q/16/
20170915why-dropbox-decided-to-drop-aws-and-build-its-own-infrastructure-and-network/
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BGP leak causing Internet outages in Japan and beyond.

Posted by Andree Toonk - August 26, 2017 - BGf

Yesterday some Internet users would have seen issues with their Internet connectivity,
experiencing slowness or parts of the Internet as unreachable. This incident hit users in Japan
particularly hard and it caused the Internal Affairs and Communications Ministry of Japan to start
an investigation into what caused the large-scale internet disruption that slowed or blocked
access to websites and online services for dozens of Japanese companies.

In this blog post we will take a look at the root cause of these outages. who was affected and
what networks were involved.

Starting at 03:22 UTC yesterday (aug 25) followers of @BCPstream would have seen an increase
in alerts involving Google. The BGPstream alerts were informing us that Google was announcing
the peering lan prefixes of a few well known Internet exchanges. This in itself is actually a fairly
common type of incident and typically indicates something isn’t quite right within the networks
hijacking those prefixes and so these alerts were the first clues that something wasn’t quite
right with Google’s BGP advertisements

&

A closer look at our data shows not only BGP hijack incidents but also a high number of BGP
leak events. A random example is this one: 171.5.0.0/17 announced by AS45629 (Jastel out of
Thailand), which all of a sudden became reachable with Google as a provider for Jastel. To
demonstrate this let’s look at some of the example paths (not an exclusive list):

Latest Tweets

Tweets »

scr ., BGPmon.net

BGP routing issues between
@Level2 and @com

caused large scale network service
degradation in North America
between 17.50-19:20 UTC
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Today's BGP leak in Brazil affected
many networks. Our latest blog
looks at examples involving
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Google Drive ate our homework! Doc Get insights from the
Best Practices for

block blamed on code blunder Successful Digital
Netizens locked out of cloud-hosted files for bogus Exgerience Management
terms-of-service violations white paper.

By Thomas Claburn in San Francisco 31 Oct 2017 at 22:01 731 SHARE ¥ ¥
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