
IWNOC25 のネットワークと裏
側 (仮)
IWNOC25



AP
アクセスポイント
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（AP）メンバーと役割 

メンバー：

山田 正樹　- (株式会社パソナ)

住吉 晶　- (電気通信大学)

浅見 友彦　- (株式会社セキュア)

大塚 晴貴 -(東京エレクトロン デバイス株式会社)
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役割：

会場内におけるAccess Pointの配置計画

現地におけるパフォーマンス・チューニングなど



（AP）2024年→2025年 Update　

～Internet Week 2024～

Wi-Fi6の提供
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～Internet Week 2025～

<Point1>

Wi-Fi6,Wi-Fi6E,Wi-Fi7の提供

<Point2>

OpenRoamingの提供

Update！



（AP）2025年 Update

<Point1>

Wi-Fi6,Wi-Fi6E,Wi-Fi7の提供
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C-360（Wi-Fi6E）C-250（Wi-Fi６） C-460（Wi-Fi7）



（AP）2025年 Update

WiFi7部屋・6E部屋・6部屋と区分
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WiFi 7
エリア

WiFi 6
エリア

WiFi 6E
エリア

WiFi 6
エリア



（AP）今日の実績値 (ホール/昼13時）

150台のうち、57台(約40%)が6GHz帯での接続

7

150台のうち、34台(約25%)がWiFi7対応端末での接続

　私のスマホ　

　私のスマホ　



（AP）今日のスペクトラム

朝10時のホールの風景

2.4GHz / 5GHz →

6GHz →
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（AP）今日のhal-ap-01のスペクトラム

コントローラからも見える

電波チューニングはauto

 (朝4時にtriggered)
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（AP）WiFi7 MLO 

MLOも良好 

● 2.4 + 5GHz (@Galaxy S25）

● 2.4 + 6GHz (@Galaxy S25）
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　私のスマホ　

クラウドコントローラーからもMLO状況を確認できる

assocしているバンド幅
2.4 / 5 / 6GHz



（AP）2025年 Update

<Point2>

OpenRoamingの提供

11Profileを入れた
スマホ

Asita様Passpoint 2.0
対応AP

認証基盤
Telhi様

各サービスの
認証サーバ

鋭意実装中です！！！

テスト風景 →



Cable
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L1(Cable)チーム

● メンバー
○ 塩沢 啓（一般社団法人日本ネットワークインフォメーションセンター）

○ 鍛冶 典彦（株式会社日本レジストリサービス）

○ 池田 哲也（神奈川工科大学）

○ 中田 大翔（京都工芸繊維大学）

● AP・SW・ルーターの物理接続を担当しています
○ ケーブル配線計画作成

○ LANケーブル作成

○ ケーブルの配線・養生

○ （その他ケーブルの敷設）

13



L1: ケーブル配線計画作成

● 去年の経験から，入念な計画を作成
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ケーブル長予測・余長確保



L1: LANケーブル作成

● すべてのLANケーブルを自作しています
○ Cat6ケーブルを使用しました

15かしめ工具 捻りを戻して規格通り並べる かしめて完成！



L1: LANケーブル作成

● 合計で30本・総長500mのケーブルを作成

● かしめの苦労したところ
○ 捻りを戻すのが非常に大事だけど，それが難しい・・・

○ 被覆を剥く時の力加減を間違えると断線する

○ 断線してる事にかしめて検査した時に気付くのがあるある

● Flukeで検査して，品質を確認してます
○ 怪しいやつが紛れてないといいね・・・

○ 今日の朝に断線してるケーブルが見つかりました　→
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T-568B



L1: ケーブル配線・養生

● 会場内での配線も担当
○ 事故がないように人の通行が多い場所などは養生を重点的にやってます
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L1: その他配線など/感想

● 電源タップ・HDMIなどの配線
○ 光ファイバーのHDMIを初めて見た

○ 一方通行だったので，SourceとDisplayが決まっている

● 不測事態対応
○ ケーブルの長さが足りない！など臨機応変に

● 今年は目立ったトラブルはなかった
○ リーダーとメンバーに感謝🙏
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L2/L3
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20

L2/L3チーム
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メンバー：

齋藤 脩愉　   - (長崎県立大学大学院)
花井 直樹　   - (一般社団法人日本ネットワークインフォ

メーションセンター)
吉川 知輝　   - (京都大学大学院)
牛込 龍太郎    - (国立研究開発法人情報通信研究機構)
河上 京介　   - (慶應義塾大学)
横尾 和真　   - (広島大学)
生駒 雄太　   - (KDDI株式会社)
伊藤 亜沙子    - (双日テックイノベーション株式会社)

役割：

対外接続(BGP)

L2/L3設計
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全体アーキテクチャ - L2/L3
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対外接続

● インターネット上にEtherIPでトンネリング

○ NEC IX2215
● 2ASとトランジット接続

○ Arista AWE-5510
○ AS2515(JPNIC) / AS59105(HomeNOC)

● RPKI実装

L2設計

● Arista CCS-710P
○ CloudVisionによるクラウド管理
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イベント用番号資源割り当て - L2/L3
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イベント用番号資源の一時割り当てを受ける

AS17674
202.13.71.0/24
2001:0d90::/32

会期2週間前に割り当て

→上流のフィルタ解放に時間がかかる

→コレクタの収集が間に合わない

Autonomous System Information: [AS情報]
a. [AS番号]                     17674
b. [AS名]                       IWNOC25-NET
f. [組織名]                     一般社団法人日本ネット
ワークインフォメーションセンター
g. [Organization]               Japan Network 
Information Center
m. [管理者連絡窓口]             JP00000074
n. [技術連絡担当者]             JP00000074
q. [Abuse]                      iwnoc@nic.ad.jp
o. [IMPORT]                     
p. [EXPORT]                     
[割当年月日]                    2025/11/06
[最終更新]                      2025/11/06 
18:28:24(JST)

https://bgp.tools/as/17674#asinfo 

https://whois.nic.ad.jp/cgi-bin/whois_gw?key=JP00000074
https://whois.nic.ad.jp/cgi-bin/whois_gw?key=JP00000074
https://bgp.tools/as/17674#asinfo


朝はご迷惑をおかけしました - L2/L3
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不正RAを防ぎたい2025 - L2/L3
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昨年は不正にRAを吹くクライアントが観測されたので対策を実施

RA Guardは未実装のためL2TIF+IP Address Lockingで実現

L2TIF

● クライアント間の通信をスイッチに転送するAPの機能

IP Address Locking

● RA / DHCPv6 server response / Redirect Packets をブロック

● Source IP AddressのLocking



RPKI ROV実装 - L2/L3
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https://rov-check.nic.ad.jp/ 

Arista AWE

Routinator
RPKI Cache Server

BGP Process
ROV

RTR

https://rov-check.nic.ad.jp/
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RPKI ROV実装 - L2/L3
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RPKI ROV実装 - L2/L3



サーバ
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(サーバ) メンバーと役割
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メンバー：

髙田 美紀  - (NTT ドコモビジネス株式会社)

近藤 良祐  - (名城大学)

左古 夏月  - (株式会社FIXER)

瀬尾 嵩弘  - (東京エレクトロンデバイス株式会社)

永井 光祐  - (中京大学)

役割：

リーダー

New Relic

Hinemos, Grafana

Zabbix, IoT, deadman

Datadog



● よくあるNOCだと、サーバチームがこんなサービスを提供する
○ 内部DNS
○ DHCP
○ NTP
○ などなど

● 今回はネットワーク機器が強強なため、やらなくてもいっか。。となった
○

サーバチームの役割
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● よくあるNOCだと、サーバチームがこんなサービスを提供する
○ 内部DNS
○ DHCP
○ NTP
○ などなど

● 今回はネットワーク機器が強強なため、やらなくてもいっか。。となった
○

サーバチームの役割
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NATのセッションテーブルが広大なため、 UDP パ
ケットをバンバン出しても大丈夫



● よくあるNOCだと、サーバチームがこんなサービスを提供する
○ 内部DNS
○ DHCP
○ NTP
○ などなど

● 今回はネットワーク機器が強強なため、やらなくてもいっか。。となった
○

サーバチームの役割
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Arista のソリューションに揃えると、クラウド型の管

理ダッシュボード等に反映されて嬉しい



物理構成

● GMKtek (JPNIC備品) 2台
○ AMD Ryzen 7 5825U with Radeon Graphics 16コア

○ 32GB メモリ

○ NIC 2つ＋Wifi module
● Ubuntu 24.04.3 LTS (Desktop)
● docker-compose で各種ツール・エージェントを起動
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syslogサーバ
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セキュア無線 LAN ローミング基盤 Cityroam サービス技術・運用基準

● OpenRoaming を提供するた

めには、ANP (アクセスネット

ワークプロバイダ) 側で様々な

ログを取る必要がある

● 事後でのインシデント等対応の

ためか

● 全てをsyslogに出せておらず、

今日は吹けませんでした

● 明日は吹けるといいな

https://cityroam.jp/cms_wps_cr/wp-content/themes/cityroam/img/participation/cityroam/Cityroam%E3%82%B5%E3%83%BC%E3%83%93%E3%82%B9%E6%8A%80%E8%A1%93%E3%83%BB%E9%81%8B%E7%94%A8%E5%9F%BA%E6%BA%96.pdf


展示ブース

● 色々なツールがあるので、監

視画面を展示

●
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展示ブース

● 色々なツールがあるので、監

視画面を展示

● なんか割れてない?
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展示ブース

● 色々なツールがあるので、監

視画面を展示

● なんか割れてない?
● 急遽発注
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展示ブース
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● 色々なツールがあるので、監

視画面を展示

●
● DAY1のお昼に着弾

● 綺麗な画面に

● メンバーが説明していますの

で、ぜひお立ち寄りください!



new relic (kondo)
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● サーバーに監視エージェント

インストール

● sflowが見れるよ

● + Arista CV-CUEのAPIを叩

いて持ってくる



new relic
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● CV-CUEから取ってきたアプ

リケーションごとのトラフィック

● 15分間の合計

● 13~15分ごとしか更新されな

いので下に最終更新時間を

表示



datadog (nagai)

● サーバーにdatadog 
agentをdockerでup

● CV cueのAPIを叩いて

APのトラフィック量を取

得したい

→APIのエンドポイントが見

つからず

●  Switchのインター

フェースを見ることで解

決？
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Grafana (sako)
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● CV-CUEのAPI経由で

データを取得しDBに
蓄積

● DBベースで各種デー

タを表示

● App
○ Rust

● DB
○ InfluxDB
○ PostgreSQL



Zabbix
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SNMPでデータ取得＆監視
Aristaのテンプレートがあって便利！



IoT（室内環境の監視）
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ESP32（マイコン）＋ENS160（空気質センサ）＋AHT21（温度・湿度センサ）

ESP32（Wi-Fi） → （MQTTプロトコル）→　Telegraf → InfluxDB → Grafana

Zabbixのエージェントで取得したかったけど何故か動かない...



話題



空前絶後の大人気

47https://www.docswell.com/s/sasakipochi/5QXP83-NOC-survey-2025#p2



今年は大丈夫
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https://x.com/jj1lfc/status/1861277233815658631



COREの昨年からの反省

● 昨年度は全体の調整を担うCORE及び、対外接続を担当するL2/L3リーダを務め

ていた某氏が多忙により、準備不足が顕著にあらわれてしまったネットワークとなっ

た
○ Day,0にアドレッシングと構成FixとDeployを同時進行

■ Hostageは無邪気すぎた

● 準備不足が顕著に現れた点は「マスタードキュメントの有無」
○ Deployの際に参照すべき設計マスタがないため、チームごとで設計に関する認識の齟齬が。。

■ ポートの挿し間違いが顕著に現れた

● 今年度は準備万端！（だったはず）
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トポ図
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トポ図
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トポ図

● Arista CVaaS で自動生成? できるみたいよ
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ドキュメント作成の悩み

● トポロジ図の作成ってどんなツール使ってます？
○ Draw.io？
○ PowerPoint？
○ Excel？
○ ペイント？

○ Illustrator？
● よしななテキスト形式で構成を与えると、トポロジ図を自動で生成してくれるツール

がほしい

● 今年度は愛のこもった図面作成
○ 矢印キーを用いて細かなオブジェクト配置を実現！
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http://draw.io


Special Thanks

54


